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TWO NONISOMORPHIC K-AUTOMORPHISMS 
ALL OF WHOSE POWERS BEYOND 

ONE ARE ISOMORPHIC 

BY 

D. R U D O L P H  

ABSTRACT 

As in the earlier example of two nonisomorphlc K-au tomorph i sms  with 
isomorphic square by building an appropriate skew product of a K-  
automorph~sm that ~s not Bernoulh with an algebraic fiber, we get all powers 
beyond one of the two nonisomorphic  t ransformations to be tsomorphic. 
Fur thermore,  all the isomorphism maps  are finite codings of the constructed 
partitton names.  

I. Introduction 

We have seen earlier [4] how to construct two nonisomorphic K- 

automorphisms with isomorphic squares. Using the same sort of skew product 

structure we can strengthen the construction to make all powers beyond one of 

the transformations isomorphic. Furthermore, with respect to the partitions 

which we use to define the transformations, all the isomorphism maps are finite 

codes, hence are continuous maps on the corresponding sequence spaces. 

As in both earlier examples [4], [5] the idea at the core of the skew products 

comes from a fairly simple example. Consider now the following. Let pl, p2" �9 "p, 

be the first n primes. Let G" be the group of all rotations of the circle by 

amounts (m~/pl + m2/p2 + ""  + m,,/p,), 0 <= m, < p,. It is easy to verify that such 

rotations have a unique such representation. In G" select two subsets, 

G r =  + - - + . . .  , k odd and 
Pz2 

G ~ = { ( ~  +l+p,2 " " + 1 1 "  k P , k /  even}. 

Now Gr and G" 2 "-1 2 each contain elements, and no element in G~' has the same 

order as an element in G;'. 
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Let ~1 = G7x  [0,1) and 122= GTx [0, 1), and define /'1 on l-l, as Tl(g~,O) = 
(ghg~ + O) and T2 on fl2 as T2(g2, O)= (g2, g2+ 0). It is clear T1 and T2 are 

nonisomorphic. But for any p,, i -< n, Tf' and T~' are isomorphic as follows. Let 

f g ~ + l  if p, is not in the sum giving gl, ( ) 
P, 

4',, (g,, 0 ) =  

( _ 1  ) if p, is in this gl p ,  sum. 

We will write this as g,-4-l/p, to save space. Now 

Ckp, ~ TP' (g~, O)= 4op, (g,, O + p,gl)= (g, +-l,  o + p,(g, +-l )) 

= V2",(g,-+l, 0] = V~,ock,,(gl, 0). 
p, / 

This is the natural extension to higher powers of the trivial example in [4] of 

isomorphism on squares. 

This, of course, only gives isomorphisms on a finite collection of prime powers. 

For the example we want, we will need it for all primes. To do this we will 

introduce the primes one at a time on ever longer blocks in the construction, i.e, 

the finite code giving the isomorphisms for the p, powers will be on ever longer 

blocks as i increases. This is necessary as there are only finitely many codes of a 

bounded length, and if any two of our isomorphisms were identical, the two 

(ransformations would be isomorphic. 

A further difficulty in the above example is its nonergodicity. If we use such a 

space as the fiber of a skew product, we will need maps, flj to ~ and 1~2 to 1"1~, 

which preserve the isomorphisms but allow us to make the transformations. 

ergodic. In fact we will make them K-automorphisms. 

II. Construction of 7"i and T2 

We will first buiId a transformation to act as the base of the two skew products. 

This particular construction is essentially identical to J. Clark's K-automorphism 

with no roots [1]. Then we will see how to make the two skew products to 

introduce the isomorphism structure of the above example. 

A. The base map W 

As the previous two examples have given a fairly complete exposition of 
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cutting and stacking, I will be precise here only on those parts which bear 

directly on the facts we wish to prove. 

As usual, a point's W, (E, F, So, S) name will be built up in stages, at the 

(n + 1)st stage we will give the rule for stringing together n-blocks to form 

(n + 1)-blocks. 

As was indicated earlier, the necessary structure for the isomorphisms of the 

prime powers of the transformations will be introduced in stages, p, th powers on 

N,-blocks. Thus there is a need for the nature of the spacing between blocks to 

change at these points. The values of the N,, and the spacers for n-blocks, 

N, =< n < N,~ are as follows. A 0-block is 6 F 's  followed by 3 x 2 I~176 So's, followed 

by 6 E ' s  and N,,= O. 
If N, _-< n < N,.z, we form n-blocks out of (n - 1)-blocks by choosing indepen- 

dently an integer f, 0 < / x  p , . .  "p,+2<f(n)= n(pl"  "p,+2), and a sequence of 

(2'-I)(pl x .. �9 x p,+~)2 x 2" (n - 1)-blocks. For this choice, the n-block is f x 

pl"" "p,.2 F's,  the sequence of (n - 1)-blocks with spacers in between of sizes 

S ( n ) -  1, 2 ( S ( n ) ) -  1 , . . . ,  ((pl x . . .  x p,+2)2(2'-1)2" - 1 ) S ( n ) -  1, where S(n) = 

(pl x . . .  x p,+2)100n 3, followed by f ( n ) -  (f)pl"" "p,+2 E's  at the end. All such 

combinations of F segments and (n - 1)-block sequences are possible and each is 

equally likely. Notice that the F and E segments have lengths = 0 mod pj, 

j_ -<i+2,  and all spacers have length = - 1  mod p, /' -_< i + 2. Let h(n) bethe 
height of an n-block. We also have h ( n ) = 0  rood Pl if N, =< n < N,+I and 

j<-_i+2. 
We can now state inductively how to choose N,. Let 

N,+, = min{n I(P, x . . .  • p,+2)n >2 'h (N,  + 1). 

(2.1) 
and pl • "" �9 • p, .~< ~/n}+ 1. 

That is, the isomorphism on the (i + 1)st prime power is introduced when the 

randomizing F 's  at the beginning of an n-block are much larger than the size of 

an (N, + 1)-block, and the product of the first i + 3 primes is small compared to 

all the sizes involved. This now defines W. As is usual, one can show 

(2.2) ~ f ( i ) < S ( n ) - I  and 21~  
J -11  

Now for the skew products. 

B. Making the skew products 7"1 and T2 

Let ~ be the space on which W is defined. Let 1~ = l'l • [0, 1)1 x [0, 1)5 using 
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Lebesgue measure on the two circles. As in the earlier examples, we need to give 

maps on the second two skew product coordinates that link up the blocks in 

order to define T, and T2. Before continuing, on ~ introduce the partition 

P = {E • [0, 1), • [0, 1)2, F • [0, 1)l • [0, 1)2, 

S X [0 ,  ] ) l  X [0 ,  1)2, S0 X [0 , �89  [0 ,  1)2, 

So x [�89 1), • [0, 1)2} = {E, F, S, R, B}. 

It is in terms of this partition that all the arguments will be made. We will often 

speak of R and B as the colors red and black of a name. 

Across O-blocks, define 

Tl(w,O,c~)=(W(w),O, cb) and T2(w,O,~)=(W(w),O+�89162 

Notice this looks exactly like the two maps with isomorphic squares. Suppose we 

know how Tl and T2 are defined across (n - 1)-blocks. We now want to know 

how the second and third coordinates change from (n - 1)-block to (n - 1)-block 

in an n-block. Let N, 1 -< n < N,. For this i, a point 0 in [0, 1)1 can be written 

uniquely as 

0 = 2  n'l(O) +0' where O-<_n](O)<p~ 
j=l  pj 

1 
and 0' < 

p l  • ' ' '  xp,"  

We write (w, O, ~)  as (w,{n'~,..., n',, 0'}, ,;b), so that the second coordinate can be 

thought of as a set of pl • "" " • p, points on which the group elements, given in 

the introduction, can act. 

To think of qb as an element of G'l or G;  we do the following. Write 

~ = ~  a~=O, 1 
= 21 , 

and define the sequences 4~I and 

4,1+, = 
4,~_+ 

(2.3) 

4~ 2 inductively as follows: 4~1i = 0, 4~ = 7r and 

if a , = 0  

z +  1 
p, p,+, 

i f  a ,  = 1 

f ~b~ if a , = 0  

~)ff+l = Z-}- 1 if a, = 1. 
6,~-+ p, p,+, 

and 
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Remember,  +- adds if 1/p, is not a term in to~ and subtracts if it is. To  save space 

we will write to~t2~ to indicate a result holds for both indices. These inductive 

sequences to~t2~ imbed in the to coordinate the two subsets G'~ and G~ as any 

to~c2~= (l/p,1+ " '"  + UP,k) where il < " "  < ik <= i and k is even (odd) and any 

such sequence occurs, and using Lebesgue measure on [0, 1)2, each such 

sequence is equally likely. We can write to as (to~t2~, a,, a,§ 

With this representation for tO and 0, we can write the analogues of the maps 

in the introduction, 

(2.4) g~(O, tO) = (0 + tO~, tO) and g~(O, tO) = (0 + tO2, tO). 

As was indicated earlier, we need a collection of maps on these two 

coordinates which move any two coordinates to nearly any other, if only to 

guarantee ergodicity of the skew products. We now define these. The first is 

rotation on 0, i.e. 

(2.5) fo(O, tO) = (0 + a, tO). 

The map which moves tO is more subtle. The reason for this is that the 

isomorphism map on the p~ th power for some tO coordinates increases the rate 

of rotation of 0 by 1/p~, and on some decreases it by 1/pk. TO link together two 

such tO coordinates in a way that is consistent with this isomorphism we must 

switch the orientation of 0, as we pass through the map, on multiples of 1/pk. It 

will not work to simply switch the orientation of the entire 0 coordinate, as this 

linking map must not only be consistent with the isomorphism at pk, but all 

primes less than p,+l. Thus on some pk's the orientation must be preserved and 

on some, reversed, depending on how tO changes across the map. 

Proceed as follows. Let 0 < l, k _--< i and write 0 as 

{n'~(0)...n'~(O).. "n'k(O)" .n;(O), 0'} and tO as {tO~2~, a , , - . -} .  

f'~.k({n;(O)'" "n'~O)'' .n'k(O)''  .n:(O), 0'}, {to:,2~, a, -" "}) 

= ( {n ' , (0 )  . . . .  n'~O) . . . .  n ' ~ ( o ) . . . n : ( 0 ) ,  0'}, (2.6) 

p, pk 

Thus Ilk switches the sign rood p~ and pk of n~ and n ~ and adds or deletes l/p~ and 

1/p~ from to~2~. 
The maps [i,k generate a group under composition of order 2 '-I which is 

Now 
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transitive on the 49~) part of the coordinates. Let f'l"" "f~,-' be a sequence of 

elements from this group such that any element in the group is of the form 

f~ofi_ ~ . . . .  f '  for some/ ' ,  and f2 . . . .  f r  '-~ . . . .  f~ = identity. 

Now we are ready to define the maps which link up the second and third 

coordinates in (n - 1)-blocks in an n-block. We will call a map, which tells how 

the second and third coordinates change from the beginning of one (n - 1)-block 

to the beginning of another  in an n-block, a linking map. 

There are 2'-~(p, • �9 �9 �9 • p,+,)z2" (n - 1)-blocks in an n-block. Let wk be the 

first point in the kth (n - 1)-block in the n-block. Let W'(wk)  = WE+1. TO define 

7"1 and T2 across n-blocks, we need only to define T] k and T 'k on (w,, 0, 49). If 

k ~ 0 m o d  (p,•  . - . •  

(2.7) T~k(wk, O, &) = ( w H ,  g~(O, 4')) and T'~k(Wk, O, 49) = (Wk+~, g2,(O, 49)), 

i.e. across segments of an n-block of lengths containing (pl • "" �9 • p,) (n - 1)- 

blocks the linking map between (n - 1)-blocks is the analogue of the example in 

the introduction. 

Let Q , = p ~ x  - - - x p , .  If k = k ' o Q , ,  k ' ~ O m o d  Q, then 

r~k(Wk, O, 49) = (Wk+l, fo?~ 49)) and 
(2.8) 

T'2~(wk, O, 49) = (wk+,, fo.'  og ~,( O, 49)), 

i.e. in between the strings of (pl x .. �9 • p,) (n - 1)-blocks on which the linking 

maps are already given, we also insert a rotation of the 0 coordinate by Q~-~. 

If k = k'o Q,~, then 

T'~k(wk, 0, 49) = (Wk+,,/ik'mod2' b~176 49)) and 
(2.9) 

T'~(w~, 0, 49) = (w~+,, fi~'mod2' ,>ofO.,o g~.(O, 49)) 

i.e. at these points we also add in an .fl, cycling through the j in order. 

In order to get some feeling for this construction, consider the following. Let 

w = (w, 0, 49) be an initial point in an n-block. Then w, T~(w). .  "Th(")(w) is the 

trajectory of w through that n-block. Let T~(w),  T~ ' (w) . . .TZ . (w) ,  s =  
2'-'(Q~):2" - 1, be the initial points in the (n - 1)-blocks in this trajectory. Write 

T " ( w )  = (w,, 0,, 49,). Now l~ mod Q, cycles through the values 0 . . . ( Q ,  - 1) from 

our choice for spacers. Writing 

o,  = ( n ' ~ ( o , ) .  . . n : ( 0 ~ ) ,  0;), 

the various linking maps will cause (n'~(O,)...n',(O,)) to vary with r. Finally 

writing 
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k'q-" t,i ~ Ol~j " " " ) ,  

the ~ f )  will also vary with r The following lemma gives some justification for 

the complexity of the linking maps and will be used later to show 7", and T2 are 

K-automorphisms. 

LEMMA 1. For any initial point w in an n-block, N,_, <= n < IV,, the sequence of 

triples (l, mod Q,; {ni(O,) . . .n i (0 , )};  .~.,.,,~1t2)3, for r = 0.-.2'-1(Q,)22 " -  1 takes on 

each possible value (p,2+1-2 n) times. 

PROOF. We first show that the triple for r' = r + k(2'-~(Q,) 2) is the same as 

that at r. This is true for l,, as we have h (n - 1) = 0 mod Q, even if n = N,_I - 1, 

and the initial F segment has length = 0 mod Q,, and the S spacers between 

blocks have length - 1 mod Q,. Now for the other two terms, if we write out the 

linking maps between k(2'-~(Q,) 2) and (k + 1)(2'-~(Q,) 2) as a product we get 

from (2.7), (2.8) and (2.9) 

(g ~t:• fo.,) ~ o f~,-,(g ~t2xo,)o fo.,) ~ o f'2 .... , " "  (g f~o,)o fo :,)o, o f', . 

But as g f )  has order dividing Q,, and so does loT', this is rio f ;  . . . .  f'2 . . . .  

identity. Thus the triples have a cycle of this length. It remains, then, to show 

that each value is taken exactly once in a cycle. 

Across such a sequence of r's, first fix the value l, rood Q, = 0. Now the linking 

map between the first and kth block of such form is 

(2.10) f~oTof 'o  . . . .  ,~o,',=)~k w h e r e / ' =  [ ~ ,  ]. 

In this sequence, the maps fl . . . . .  f'~ move th~ ~2) transitively, and fkoT' fixes 

t h f  ) but moves (n '~. . .n:)  transitively. Hence the maps/~k are transitive on the 

last two terms of the triple. 

Now if l, = t rood Q, the linking map between the first and k th such block is 

(g lt2))-'(fk )(g l(:') '. As the fk were transitive on ihe last two terms, and g f ) i s  one 

to one onto on these terms, the above linking maps are also transitive, and the 

result follows. 

We want now to add to this that the values {n' ,(0). . .n:(0)} and &~t2) are 

determined by a points P-name across an N,-block. 

LEMMA 2. Let ~ = (w, O, c~) and ~ '  = (w, 0', tk') be two initial points in an 

n-block, IV, ~ <= n < N,. The T,2~, (E,F, S, R, B) ,  h (n ) -names  of if, and if '  are 

identical iff (n'~(O).. . n:(O))= (n'~(O').. . n:(0')) and c~ f ~= cb'Y ). 

PROOF. If (n'~(O)'' "n',(0))= (n'~(O')' ' '  n',(O')) and ~bf )= 4)'Y 2), the names 

must be identical, as none of the linking maps up to this stage effect the values 0', 
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0" or (a, . . . ) ,  (o~'.. .), and all 0 with a given fixed (t[ ( 0 ) . . . r l  (0) have the same 

color. 

For the only if, let fro, if,, if2"" "if, and ff~, ~,',, f f~ . . . i f ' ,  be, as in Lemma 1, 

the points on ~' and ff 's trajectories which lie at the beginning of the 

(n - 1)-blocks in the n-block. Note that the linking map between the 0-th and 

the k(O,)th, (N, - 1)-block, k < O,, is, from (2.10), fko:', i.e. rotation of f by 

kQ, 1. If 0 and 0' did not both lie in the same interval [k'/Q,,(k'+ 1)/Q,) then 

one of these would have 0ko, E R and O;,,z E B, or vice versa. Hence 

(n',(O)...n:(O)) = (n ' l (0 ' ) ' '  .tl:(0')). 

Arguing similarly we know that the angles 0~ and 0'1 for g, and if '  lie in the same 

interval [k"/O,, (k"+ 1)/O,). The linking map between 0 = 0o and 0, is g~ which 

adds 4>I ~=~ to 0, and between 0 ' =  0~ and 0'~ adds 0'Y ~ to 0'. Hence 4,1c2~= 4,,y~ 

and we are done. 

III. Tf' and T~, are isomorphic 

We want to show that there is a measurable measure preserving map lip, such 

that T~,Hp, = Hp, T~,. Furthermore, the construction of Hp, is such that it can be 

expressed as a finite code from T1, (E, F, S, R, B)-names to T2, (E,F, S, R, B)- 

names. 

The map H,, will be the identity map on uncolored names. On the (0, 4,) 

coordinates it will be defined across N,-blocks as follows. Define 

(3.1) h '(2)tn 4,)= (O u  4,), I k ~ ,  p l  

where by -7- we mean, take the sign opposite to that in ,;bl~? --- 1/p,, i.e. add I/p, to 

0 if 1/p, is in 4,1~, and subtract if not. Further, define the map 

(3.2) G"2)'o ( ' ( 2 )  1 ) ., . v ,  6 ) =  0 , 4 ,  - - - - , , ~ , + l - "  , 
I+ l  P '  

the analog of the isomorphism map in the introduction taking 4,~+, to some ~,2.1. 

Now for 0_- < k < h(N,) and, as we said, ff an initial point in an N,-block, 

define 

(3.3) Hp,(T~(ff )) = T~(w, (hl)kG~,(O, 4,)). 

We will later define Hp, on the space not in N,-blocks. This changes 4,~ by adding 

or deleting the 1/p, term, and rotates 0, as we move down the name, by -1 /p ,  

each step, depending on the nature of 4,~. From this it is clear that across 
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N,-blocks at least Hp, is an isomorphism on p,-powers. We wish to verify this 

across all n-blocks, n _-> N,. We do this by showing (3.3) will always hold across 

such n-blocks. 

In order to show this, we will need the following algebraic facts on the various 

maps on the (0, 4)) coordinates. 

LEMMA 3. Recall the following maps; 

(3.4) f~(O, 4)) = (0 + a, 4)), 

(3.5) g72>(0, 6 )  = (0 + 6~ '2', 40,  

f t k ( o ,  6 )  = f~.k((n '~(o) .  . . n '~O) .  . . n ' 4 o ) .  . "n l (o ) ,  0 ' ) ,  (6~ '~', ,~, . . . ) )  

(3.6) [_ _ _ n'~O) n ' (O) . .  ( 1 1 ) )  = ~( , , 'd0)  . . . .  . . . .  .n' ,(0) ,  0 ' )  , t , ~ ' 2 ' + - + - - , , ~ ,  . . .  
p pk 

P, 

where +_ has the opposite sign to 4~I~+1/p, (notice in this v-,+l"hl(2) could be 

replaced by an 4,] (2), j > i), 

(3.8) GW-)tO cb)= , , , a , + l ' " ) )  

(notice here also that i + 1 could be replaced by any j > i). 

On these maps the following facts hold, for i < j: 

(3.9) Lh l '2) = h I(2) L,  

0.10) r G,(2) = ~(2)r J ~  p, ~ p ,  J ~  

(3.11) ~' G "2~= G "2)~' J l . k  p~ p~ J I . k ,  

(3.12) f~,kh I (~) = h Y->f~,~, 

(3.13) h l(2>g~ (2) = g)(:)h I (2), 

(3.14) h 2 ~  '(~')~ 1(2) = _ 2(1),~_ 1(2) 

PROOF. Notice (3.9), (3.10) and (3.13) are clear. To prove (3.11), apply the 

fact that 

at the appropriate places. 
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To  prove  (3.12), consider  

f, ~. ,(2)[a r  h 1(2)(0 111(2) ' ,~", V', 6 )  . . . .  ) )  1~.~, , t, , ( ~ s  ,Otj 

=f, l,k 

__ ! ,  - -  IS not  in .,., 
p, P, 

0 +  1 if 1 '  p ,  P, Is in 6 f  ~ 

0 ' - 1  if l is not in ,~, ,(2) a n d i # / , k  "t"1 
P, p, 

0 ' +  1 if 1 . . ,;b](~ ) - -  - -  ts m and i / l ,  k 
P, p, 

0 ' +  1 if 1 - -  - -  is not in 6~ (~) and i = L k 
P, P, 

0 ' - 1  if l i s i n  ,4 , '<2~andi=I ,k  
" t ' t  

P, p, 

( 6 f  ~, o~, . . . )  ) 
( 1 1 ) 

6 f ~ §  §  ' pk p , a j  . -  �9 

where  0'  is the first term in f~.k(O, 6) ,  

h"2)ia '  ( 6 f ) +  1 §  ) 
= - -  - -  O~ l " - "  

' ' ~ '  pk p l '  

= /,I 1 (2 ) r  t ' ~  
,,.t Jl, kllJ, 6 ) "  

It is this fact which is critical in the form of f~.k. 

To  prove (3.14) consider  

h2(1)g-71(2)olt2)(A ~ = h 2 t l ) / , ' ~ T l ( 2 )  1 ( 2 ) [ ~  /~1(2) 
, v p ,  t:,, , v , . , ~ ,  - - ,  v p ,  g ,  , v , , - f ,  , a ,  "" ")) 

v ,  , , ' , ' ,  ,u,  ")) h. 2('~ 0 + 6 ;  (2), a, 

,,,o, ..)), 

where  C) has the same sign as -+ in the second term, 

+ 1  1 

= O2(1)q,~T 1 ( 2 ) [ ~  
o ,  ~ ,  ,~ ,  6 ) .  
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This identity is really just a re in te rpre ta t ion  of the isomorphism map in the 

introduction.  

THEOREM I. For a.e. ~ E f t ,  Hp,(r,~'(~)) = r f ,  H.,(,~). 

PROOf. What  we first verify is that ~ is the initial point in an n-block,  n ~ N,, 

and k < h (n ) ,  then 

(3.13) gp.(T~(r = T~((w, (hi)  k o(G;.)(O, &). 

We already know this for  N,-blocks (3.3). Assume it t rue for n-blocks.  Let  ~/, be 

an initial point  in an (n + 1)-block. 

Case 1. Suppose T~(r is the initial point  in the lth n-block in this 

(n + 1)-block, and N~_,-<_ n + 1 < N,  j > i. Then  

(3.14) T;~Gp,(Tk(O )) = (w, (f;)-lO'jJ(O, & )) 

where  f l  and f~ are the linking maps for 7"1 and T2 be tween the 1st and / th 

n-blocks  in an (n + 1)-block. To  write out  these Iinking maps as a product ,  there  

is a set L of pairs (/, k), /, k _-<j, and integers l~ and 12 with 

(3.15) [ l=(g])q~176 l-[ f[k and 
(I, k I E L  

(3.16) f~=(g~)"~176 l-[ fl.k. 
(I,k )E L 

Thus,  

Thus  

( fb  ' ' "' oGp, of,  

2 ,  1 , ,  = , o f  ,2o;,o(g,) oGp,(g,)oft2ov ,o [-I f~,k 
U, ( I ,k)~  L 

/ '  
= f[k ~176176176 ~ I-I f~.k, by (3.14) 

\ ( l , k  )C L / ( I , k ) E L  

= h~',oG'p, by (3.10) and (3.11). 

T:  kHp, (T~(~) )  = (w, h .qG~,(O, r 

Now k mod p, = ( -  l) mod p, as h(n)  = 0 mod p.  Fur ther ,  l~ mod p, -- l rood p, 

as both count  the number ,  rood p,, of the g~t2)'s occurring in the linking map f~t2j. 

H e n c e  h ~-~' = h ~ and we have the result in this case. 
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Case 2. Suppose T~(~,) lies inside t h e / t h  n-block. Let T~'(g,) be the initial 

point in the n-block containing T,k(ff). Using the induction statement on 

(W~'(w),fl(O,&)) and k - k '  we get 

T;kHe, T~(r162 ) = (w, O~)-l(h ~)k-k'OljJ( O, & )) 

(W~ 1 k - k '  -2 -1 = O.J , (o .  6 ) ) ,  (h ,) (f,) 1 -I 

as by Lemma 3, h l commutes with all linking maps, 

= (W, (h  I) k k ' (h  l)kGlp,(O, qb)) 

by precisely the computation in Case l, 

W, I k 1 = (h , )  G~,(O, 6 ) )  

and (3.14) again holds. 

For those k with T~(ff) not in an n-block, define Hp,(Tk(O)) by (3.14). Thus 

(3.14) always holds on (n + 1)-blocks. By induction, He, is defined everywhere 

and on all n-blocks, n _-> N,, satisfies (3.14). 

Now to see that (3.14) implies isomorphism on p, th powers, we know that for 

a.e. if, there is an n with ~ and T~'(ff,) both in the same n-block. 

Let ff = T~'(ffe) where v~' is an initial point in this n-block. Using (3.14), 

TSP'(Hp, Tf'(~ )) = T~P'(Hp, T~'§162 ,') = T~'(~', (hl)k'+P,G',(O ', &') 

= T~'(ff' (h 'WOltO ' , , ,  p,, , 6 ' )  ---- Up  (T~'(~,')) = Hp,(~,). 

THEOREM 2. The map He, and (lip,)-1 are finite codes on T1, (E, F, S, R, B)- 
names to and from T.., (E, F, S, R, B)-names. 

PROOF. Outside N,-blocks, as Hp, fixes uncolored names, Hp, is surely a finite 

code on names as all colored points are in N,-blocks. On N,-blocks, 

Hp, (T~(g,)) = T~(w, (h l)kGlp,(O, &)) 

for ff an initial point and O~ k <= h(N,). If 0 = (n'l§ .. .n:~11(0), 0 '~1) and 

~b = (,;b~+l, a , . i""  "), then the map (hl)~Gp,(O, r is determined by only the values 

n'(l(O) ...n',~[(O) and 0~+~ and fixes 0 '§ and ( a , . l " " ) .  By Lemma 2, then 

(h~)*Gp,(O,&) is determined by the TffE, F, S, R, B )-name of w across the 

N,-block, and determine only the T2(E,F, S,R, B)-name of Hp,(w) across its 
N,-block. The result follows. 
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IV. T~ and T2 are K-automorphisms 

Using Lemmas 1 and 2, we will apply the standard argument on such 

transformations to show T~ and T2 are K-automorphisms. As the argument 

varies only slightly from that in [4], the reader is referred to this proof for details 

we skip here. 

THEOREM 3. Let P = (E, F, S, R, B). Given e > 0 and integer k > O, there is 

an N such that for any m >0  and n >= IV, 

0 r t + k  

(4.1) v T'I(F)J-'~ V T',(P). 
m n - k  

PROOF. First fix e > 0 and k > 0. Choose N, large enough that the set of w in 

an N,-block more than k-positions from the ends of the block is at least (1 - e=). 

Call this set ~.  Let N = h (N,+~- 1)+ 1. 

Now fix n > N, and let (I" = T-"  (1~). As/.t (~l) > 1 - e 2, it will suffice to show 

f) rl 4- k 

(4.2) V T;(P)I~-I" _L v T',(P)/fi". 
- m  n - k  

Let A be an atom of V o_,. T'I(P)/Ct", i.e. a set with a fixed P-name from - m to 

0. We want the distribution of T,, P-names on TT-k(A)" �9 �9 TT§ to be exactly 

the same as that on T?-k(~") .. .T~'§ This last is precisely the distribution 

of 2k-P-names  on N,-blocks. 

On A define the functions L(w) ,  F(w)  and N ( w )  as usual (see [4] and Fig. 1). 

, . . . . . .  ,___l::l__IJ 
.l:m(w) W 

Ltw) 

F lw)  

Nlw) 

(Ni§ 1 - I ) -  block 

( Ni+l I -b lock 

Ni - block 

. . . I . ,  , I  
T n-k (w) Tn'k(.w) 

Fig. I 

Break A into subsets A, with a fixed P-name on T~' (w)  to T~(W)(w) and 

T~((W)(w) .. . T ~ ( w ) .  In A,, the block of F ' s  from T~gtW)(w) to Tf('~(w) can take 

any value Q,.~_' . .(N,+,-  1)Q,.2, except those which do not put 

T?-k(w) ". .TT+k(w) into an N,-block in the right (N, + 1)-block. But each of 
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those possible is equally likely. As ( / V , ~ - 1 ) O , . 2 >  h(N, + 1), this will put 

TU~(w)  . . .  TT*k(w) into all the N,-blocks in this (N, + 1)-block. The sequence of 

positions T ( w )  that can hit across this (N, + 1)-block come in multiples of 0,.2. 

Lemmas 1 and 2 tell us that in this (N, + 1)-block, we see any possible 

P-N,-b lock  name at any distance mod Q,.2 into the (N + 1)-block, each with 

equal probability. Arguing as in Theorem 1.2 of [4], (4.2) follows, and hence the 

result. 

V. T~ and T2 are nonisomorphic  

In showing this a number of the lemmas depend on the block structure of the 

uncolored doubly infinite name of a point. These facts are shown in precisely the 

same manner as in previous papers [4], [5]. When this is true the proof will be 

omitted and the reader referred to such places. 

As usual in such arguments, if w is a point of I~, we can write the P, T1~2~ name 

of w as �9 �9 B-2 ,  B-l, Bo, B~, B2" �9 �9 where B, E P and T',(2~(w) ~ B,. From our 

construction, such a name consists of colored n-blocks. Such an n-block is a 

sequence B, . .  "Bh(,~§ If 7"1 and T2 were isomorphic, then T2, P-names could 

be approximated arbitrarily well in the d metric by finite codes of 7"1, P-names. 

We will show that the block structure and colorings of T2, P-names are so rigid 

under closeness in the d metric that this is impossible. 

LEMMA 4. There is an f > 0 such that if Ak "" " A h t n ) + k - i  and B, . "  " B h ( ~ - j - i  

are any two W, (E, F, So, S)-names across n-blocks, and 

,=o ~ f ( i ) < l k - j l < h ( n ) (  1 -  

t h e n A , / B ,  f o r a t l e a s t i ( h ( n ) -  I k -11)  values sup(/', k)_- < i _-< h (n) + inf(j, k). 

PROOF. Argue exactly as in Lemma 1.1 of [4]. 

Now in an n-block A = Ak " .Aht~§ let (l, S)A represent the Sth /-block 

in A, for l - n .  

LEMMA 5. I rA  = A~ "" "A~+hr and B = B, ". "Bj.h(,~-~ are two n-block, W, 

(E,F, So, S)-names, I k - j l < h ( n ) ( 1 - 1 / 2 ~ / 2 ~ ) ,  and A , = B ,  for at least 

(1 - eg) (h (n) - I k - j I) values i E {sup (], k ) . . .  h (n) + inf (/, k )}, then all but at 

most 2e of the (0, S)A blocks lie precisely over (0, S)B. 

PROOF. Argue exactly as in Lemma 1.2 of [4]. 

Now suppose there is an isomorphism map, ~T~ = T2qb. As �9 is measurable, 

qb ~(p) C VT~ T'~(P). Thus for any e there is an N ( e )  with qt'-'(P)C ~ wN~ T'~(P). u - I ' d ( e )  
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That  is to say, there is a /5 (e )  C V_N~,) - l ~ - j ,  and I/5(e) - ~-L(P)t < e. Hence,  for 

almost all w E ~ ,  the P -nam e  of T;N+~(w) ' '  �9 T~+k(w) will determine what a tom 

of/5(e) ,  T~(w) is in, and th is /5(e) -name agrees with the P -name  of T~(~(w)) for 

all but a set of k ' s  of density e. 

Let wo be a point which codes well for a sequence of e ' s  tending to 0, and a 

generic point for the 7"1, P process. As usual, [4], let A, B, C denote occurrences 

of an n-block P -name  in the P -name  of w0, i.e. a sequence 

Ak(w). . .Ak§ which is the P -name  across an n-block and T I ( w ) E  

A, (w) .  Further,  let (A) .  or (A - B) .  or (A - B - C) ,  denote the collection of 

all occurrences of the n-block P -name  of A in the name of w0, or the pair 

A - B, of the triple A - B - C, where any size spacers are allowed between A 

and B and C, but they are consecutive n-blocks in an (n + 1)-block. An 

occurrence A = Ak "" "Ak§ of an n-block in the 7"1, P -name  of wo, P(e)- 

codes a-well  if the /5(e) name across T~(w)...T~§ and the P - n a m e  

across T~(d~(w)).. .  T~*ht")-~(~(w)) differ in at most ah (n) places. 

LEMMA 6. For all but "~ee of the classes (A ), of n-block TI, P-names, for all 

A E ( A ) ,  but a set of density "(~e in (A) , ,  A P(e)-codes ~/2e well. Similarly for 

the classes (A - B) .  and (A - B - C),. 

PROOF. See L e m m a  1.4 of [4]. 

LEMMA 7. Given e > 0 there is an N so that if n >- N then for all but at most e 

of the classes (A) , ,  for all but a set of A E (A)~ of density e, ~ ( A )  contains 

(1 - e)h(n)  of a T2, P n-block. 

PROOF. See Lemma  1.6 of [4]. 

LEMMA 8. IrA and A '  = T~ ( A )  E (A)~ are n-block names in the T~, P-name 

of w, both of which P(e)-code J f-well  and ~ ( A )  and d~(A') overlap T:, 

P-n-blocks C and C' respectively, each in more than 3h(n) places, then T~(C) 

and C' overlap in at least h(n)  - E~'=of(i) places, and across the segment of their 

length, where they overlap A '  they differ in at most an F fraction of the name. 

PROOF. Tk(C) and C '  overlap in at least ~h(n) places, with at most an F 

fraction of differences in this overlap. The result now follows from Lemma  4. 

LEMMA 9. Given e > 0 there is an N so that if n >- N then for all but at most e 

of the classes (A ),, for all but a set of A E (A ), of density e, the n-block @(A ) 

overlaps in more than 3 h (n ) places occupies the same position in an (n + 1)-b/ock 

as A. 
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PROOF. This is argued with only a minor variation as Lemma 3 of [3]. We can 

combine Lemmas 5, 6, 7, 8 and 9 into the following result. 

LEMMA 10. If r is an isomorphism between T~ and T2, and e > 0, then there is 

an N so that if n >= N, for all but e of the T~ n-block classes (A ),, for all but e of the 

occurrences A, A '  = T k (A ) ~ (A ),, c~(A ) overlaps a T2-n-block C so that all the 

( n -  l)-blocks in A overlap the corresponding ( n -  l)-blocks in C in at least 

(l  - e )h(n - l) places. Similarly ~P(A') overlaps C' and Tk(C)  and C' have all 

but e of their corresponding O-blocks lying precisely over each other and of the 
same color. 

As in [4], we will now show that if blocks code as the above says they must, 

then the colors of the names will force a contradiction. The initial point of a 

j-block has three coordinates, the second two, (0, ~b), determine precisely the 

sequence of colors, red and black, of the 0-blocks down the name independent of 

the first coordinate. Define the metric II(0,~),(0',~')l[, as the fraction of 

differences in the two ()-block color sequence along a j-block given by (0, 4~) and 

(0', ,~'). 
As an average over j-blocks we can write 

II(O, cb),(o,cb )[[,., 2' O, 2, f',. ' ( O + k O , ' + k  cb,,4a), 
�9 / ' = 1  

(5.1) 

f;.-' ( O ' + k O , ' + k  

where N, ,=<j  + l < N,. Thus this value is constant across j in the ranges 

N, , _ - j  < N,. N o t i c i n g  that the  m a p s  f'r(O, oh) act i n d e p e n d e n t l y  on the  t w o  

coordinates, we write 

(5.2) (vII f',-')(O, cb)= (,f;-'(O)+ O' , f ,  '(cb)). 

LEMMA 11. The value ]](0, th),(0',d~)]l, is independent of oh. 

PROOF. True for j = 1 as ~b has no effect on 1-block names. For j + 1, using 

the above comments, 

t - -  ! I 2 J - I  
II(0,e,),(0 ,e,)ll,., 2' -o~ ~ I I ( , f ' , - ' (O+kQ, '+k 6,):f ,  (d~)). 

Lk.k'  

(,f',-'(0' + k Q , '  + k4a~),.f', '(4~))[l, 
(5.3) 

- 2' ~Q, ~ II(,f', ' (o)+ kQ, 1, 2f', "(d))), 
J , k  

(,f', '(O')+ kO~-', 2f;-'(tb))[[, 
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as ~f'~ '(O+qOT')=lf'~ '(O)+q'O71 where  the map  q to q '  is l inear and 

invert ible and (kO,'+ k'4,1) takes  on each value qOT' exactly Q, t imes.  By 

induct ion,  this sum is i ndependen t  of 4,. 

LEMMA 12. For any 0, 0' ,  4, and prime p,, 

(5.4) 0 +  ,4,,(0', =k3J6  f o r a l l  j ( =  l if p,  = 2). 

PROOF. For  j < N~ it is easy to see that  s  I1(0 + kip,, 4,), (o', 4,)11, -> [p./21. 
Assume  the result for  j -<_ Jr. T h e  result  for  J + 1 b reaks  into two cases. 

Case 1. If n =< i and N, ~ _-< J + 1 < N,, then 

,+,' ( (  O+ ,4,),(0',4,) -2'-'O, ~ ~ if'l-' 0 
k = l  , ' 

+ k'O, ', d', '(4,)), (,f',-'(0') + k'O:',  d', 1(4')), 

as in L e m m a  11. But  this 

1 k ,  ,1  \ 

+7 2r-(4,)), 

by the fo rm of ,f ' ,- ' .  Thus  wha teve r  bound  holds for  J will hold for  J + 1. (This 

comple tes  the result for p,  = 2.) 
< + Case 2. If n > i ,  N , _ ~ = J  I < N , ,  then 

(5.5) 
k Q,  , ~ )  , ( , f ,  ( o )  + (2o.) , 4, 

J 

by L e m m a  11. 

T h e  m a p  if't-' o n  any 0 = ( n ; - ' . . - n 7 1 ,  0 ' )  -1 switches the sign on some  even 

n u m b e r  of n~-"s,  Let  if'l- ~ be  that  one which switches the signs precisely where  

lf't -t does  not,  except  for  n ; - '  which it switches or  fixes as ~f'~ , does,  and n'~-' 

which it switches or  fixes in o rder  to switch a l toge ther  an even number .  Now we 

can wri te  the sum (5.5) as 
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(5.6) 

(1 [( ) ,, 2--;-~,~ ,fi-' O+ +k'QT',4, ,(lf'l-l(ot)-~-ktQ, 1, , I  

-f- I(lf'i2'(o + k)-F krQ:',4,),(lf',2'(O')+ k'Oi-l, 4 ,)] , ]  

(,,, 

p. / -  

by rearranging the sums. 

Now by the triangle inequality and simplifications, (5.6) is 

(5.7) => 1 ~ ( 2 ( n ~ " - n ' q  ' O ; ' , @ , ( k  O, ,4,) 
2'O,~. 3 - ' + k  , 1 J 

where n~ 't is the ~ term in ft-'(O + k/p,) and n; ~ is the ~ term in f t - ' (0 ' ) .  It is easy 

to show, as p, > p,, that for fixed l, n k.~ is - 1, 0 and 1 each at least [p,/3] times. 

Hence grouping (5.7) over constant (n~ '~- n'2') we get that it is 

= 2 0 ,  [3  J k = , ~  +~,4,)(k 'O. ' ,  

(5.8) 
=21_3 inf.__, 0 + 7 , 4 ,  (0.4,) 

by Case 1. It is easy to compute a bound of I for this infimum and we are done. 

LEMMA 13. If 4,~ / 4,,2, then for j >-_ N,, 

,11(0, 4,), (0', 4 ,% ~ ~o. 

PROOF. We proceed by induction on i. As d;l = 4,'~' always, there is nothing 

to say here. Assume the result for ] where j + 1 = N,. Then 

IJ(0, 4,), (0', 4,')11,~, 
(5.9) 

1 
- , 2 ~ [l(,f',(0 + kO?'+ k'O~),2f',(4,)),(f,(o'+ kO2'+ k'4,,'),2f',(4,')lIN._,. 2 01+, ,.k.k' 

If 4,~-1# 4,',~-t we are done by the induction hypothesis on each term. If 

4,~ , = 4,;', and 4)~ # 4,',', then 4,~ = 4,',' -+ 1/p,. Assume w.l.o.g, that the sign is + .  

Then (5.9) becomes 
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1 
,f', ,2f;(6) 2'0,2+, ,,, , 

(5.10) 
,f'~(0'+ kOT'+  k'4);'),2f't(4)') N, ," 

As I] ' ,  " I]N, , depends only on 4)I-, = 4)',~,, Lemma 10 applies to each term in 

(5.10), and it is 

[3 11  1 => ~p~-p,=3-0' as p,=>3. 

We are now ready to combine Lemma 10 and Lemmas 12 and 13 to force 

further restrictions on �9 to the point of contradiction. 

LEMMA 14. Let �9 be an isomorphism of 1"1 and I"2. Let A E <A ), have initial 

coordinates (r~(w) ,  0,4)), and the block C which 4) (A)  overlaps have initial 

coordinates ( r~' (~ (w )), O, 4)). Given e > O, there is an N, so that if n >-_ N, for all 

but e of the classes (A  ),, for all but e of the occurrences A E (A  ),, ~2 depends only 

on 4)I. 

PROOF. If e is chosen < 1/30 in Lemma 10, then by going from <A ), to (A') ,  

where A and A '  have the same (0, 4)) coordinates, by first changing the second 

half of the name, then the first, Lemma 13 implies the result. 

LEMMA 15. Let c~ be an isomorphism of I"1 and T~. Let A E (A ), have initial 

coordinates (T~(w), 0,4)) and the block C which ~ ( A  ) overlaps have initial 

coordinates (T~'(~(w)) ,  O, &). Given e >0 ,  there is an N, so that if n >-_ N,, for all 

but e of the classes (A >,, for all but e of the occurrences A E <A ),, any prime p, not 

in 4)I is also not in c~ ~. 

PROOF. Fix p, and let N, .~>-n>N,>=N,  ,. If n < N j _ ,  neither 4)I nor 4~, 2 

contain p,. 

Consider the set of all classes <A ), where pj is not in the 4) ~. coordinate of A. 

This is half the classes. For such an <A),, let P =  Q,/pj, and break the 

(n - 1)-blocks in A into strings of length Q,. In each such the (0, 4)) coordinates 

of the ( n -  1)-blocks are periodic with period P. Hence we can write this 

collection of <A), as a collection of sequences 

(5.11) <At,), " .(ap_,), 

where <A,+,), is obtained from (A,),  by rotating the (n - 1)-blocks in a string of 

O,(n - 1)-blocks through the period P in the first half of the block, fixing those 

in the second half. Call this permutation of ( n -  1)-block names R. 
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Let 8 be some positive number we will specify later. By Lemma 14, if n is 

large enough independent of p~ we know that after deleting 8 of the terms (A,), 

in the sequence, except for 8 of the Ar E (At),, ~(Ar) overlaps an n-block C, 

whose q~ coordinate is the same for all these Cr, and all but 8 of the 

(n - 1)-blocks in Ar overlap the corresponding (n - 1)-blocks in C, in (1 - 8) 

h (n - 1) places. And if we write out an array of names 

(C,,). 
R -'((c,) . )  

(5.12) 

R '*'((C,,-,),) 

in this array the terms differ by at most {82/2 places, except for 8 of the names in 

the array (remember g is the constant in Lemma 4). Hence, by Lemma 5, for all 

but 8 of the/5',, for all but 8 of the (n - 1)-blocks in R '((C~).) and R-'((C~).),  

all but 6 of the 0-blocks in corresponding (n - 1)-blocks have the same color. 

That is, the color sequences across these good (n - 1)-blocks differ pairwise by at 

most 8. 

Now suppose p~ is in ~,2. Let the lth (n - D-block in C, have (0, r coordinate 

(0,a,d~t) (I am suppressing the fact that 8 of the C~ do not have & as third 

coordinate). 

(5.13) Looking at an I in the first half of an n-block we get from above that in 

the ( n -  l)-block color sequences for coordinates 

except for 8 choices of 1 and 8 terms in the string, differ pairwise by less than 8, 

where k = P mod p,. 

(5.14) Looking at I' in the second half of an n-block we get that in the 

(n - 1)-block color sequences for coordinates 

except for 8 choices of I' and 8 terms in the string, differ pairwise by less than 8. 

(5.15) For I' halfway along the n-block from /, (0~a, &,) and (O,a', ~r) have 
identical color sequences. 
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Combining (5.13), (5.14) and (5.15) we can conclude that deleting X/6-6 choices 

of l and X/6-8 terms in the sequence, the color sequences for 

Pl 

differ pairwise by less than 2& 

But for such a good l we conclude that there is a k'  so that 

E O,.,+~-j,~,,  /~,.,+~,~b, -<_p,(28+~/66). 
k = 0  

But for 6 chosen small enough this conflicts with Lemma 12. The result now 

follows from Lemma 14. 

THEOREr~ 4. 7"1 and T2 are nonisomorphic. 

PRoov. Assume otherwise. By Lemma 15, for n large enough for all but e of 

the n-blocks A, q~(A) overlaps a block C and any prime p~ not in the ck 

coordinate of A is also not in the ~ coordinate of C. Interchange the roles of T, 

and T2 in this and the 4~ i coordinate of A must be identical to the ~2 coordinate 

of C for n large enough. This is impossible. 

VI. Conclusion 

This construction, although quite intricate in places, is basically very simple. 

The intricacy really only arises because of the particular nature of the example 

we were after. The basic idea is quite straightforward. The rigidity in a of the 

block structure of the original Ornstein example can be used to carry an 

algebraic system into the class of K-automorphisms. Beyond this, it is just a 

matter of finding the proper fiber structure for a skew product so that the usual 

arguments can proceed. 
What is perhaps most significant in this example is that all the isomorphisms 

are given as finite codes on a single partition. In fact, if this were not so the 

example would be even more difficult to discuss, as the explicitness of these maps 

would be lost. As such, though, it gives some indication of how delicate the 

names of a K-automorphism can be made. 

There remains still one major question in this direction. Can two nonisomor- 

phic K-flows be constructed which are isomorphic at all times? The difficulty 

here is the need for an uncountable collection of isomorphisms which must, of 

necessity, get close to each other vaguely. 
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It would also be valuable to try to put these constructions into a general 

framework, so that arguments which, as we have seen, are nearly identical for 

the different examples, need be given only once in suitable generality. 
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